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Abstract— This study aims to address the rising issue of credit card fraud by developing a machine learning model capable of 

identifying and preventing fraudulent transactions. The model works by analyzing transaction data to detect potential fraud, 

subsequently canceling the transaction and alerting the credit card owner. Credit card fraud detection is a classification problem, where 

various machine learning algorithms are applied to distinguish between legitimate and fraudulent transactions. The analysis emphasizes 

the importance of robust countermeasures due to the increasing use of credit cards globally. However, real-world implementation of 

such systems may face challenges, particularly in securing the cooperation of banks and addressing resource constraints. The study also 

highlights key dataset features that correlate with fraudulent behavior, with ensemble methods standing out as top-performing 

algorithms in terms of accuracy and efficiency. 
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I. INTRODUCTION 

Credit card fraud is a form of identity theft that involves 

the unauthorized taking of someone else’s credit card 

information to charge purchases to the account or remove 

funds from it [1]. The use of credit and debit cards, 

respectively, as a means of payment is very popular among 

online shoppers, who have a wide range of payment methods 

to choose from [2]. During a March 2017 survey of global 

online shoppers, 42 percent of respondents stated that they 

preferred to pay via credit card [3]. Suffice it to say, credit 

cards were the most popular payment method, ahead of 

electronic options such as PayPal [4]. In 2018, $24.26 billion 

was lost due to payment card fraud worldwide [5], with the 

United States leading as the most fraud-prone country [6], 

accounting for 38.6% of reported card fraud losses in 2018 

[5]. 

There has been a proportional increase in the rate of credit 

card fraud and financial losses [7]. Credit card fraud affects 

consumers, merchants, and issuing banks [8]. Anyone who 

collects payments or customer information online is at risk of 

being targeted by thieves [9]. This is a significant issue that 

requires the attention of professional communities such as 

machine learning and data science, where automated 

solutions to this problem can be developed. Therefore, it is 

crucial to establish reliable techniques for detecting credit 

card fraud to proactively combat illegal activities involving 

credit cards. 

II. RELATED WORKS 

Ghosh and Reilly. [10] proposed a technique using a neural 

network to detect credit card fraud using data from a credit 

issuer. The neural network-based fraud detection system uses 

a dataset of labelled credit card account transactions. The 

authors dealt with many different forms of credit card fraud. 

Results show that their method detected more fraudulent 

accounts with fewer false positives. The system focuses on 

detection accuracy and speed. 

John Akhilomen. [11] presented a data mining program for 

detecting cyber credit card fraud. Data mining has gained 

popularity in combatting credit card fraud due to its powerful 

artificial intelligence (AI) techniques and algorithms that can 

be deployed to identify or anticipate fraud through 

knowledge discovery from odd patterns produced from 

acquired data. A system model for detecting cyber credit card 

fraud is described and created in this work. This system uses 

a data mining supervised anomaly detection algorithm to 

identify fraud in a real-time internet transaction, rating the 

transaction as genuine, suspicious fraud, or illegitimate. A 

neural network is used implement the anomaly detection 

algorithm. 

Chan et al. [12] proposed a system of leveraging 

distributed data mining to identify credit card fraud. They 

claimed that large-scale data-mining approaches can advance 

business practice. Scalable strategies for analyzing enormous 

volumes of transaction data and effectively computing fraud 

detectors in real time is a critical issue, particularly in 

e-commerce. Aside from scalability and efficiency, the 

fraud-detection job has technical issues such as skewed 

training data distributions and non-uniform cost per error, 

both of which have received little attention in the knowledge 

discovery and data mining communities. The article's writers 

examine and assess many strategies that handle these three 

major difficulties at the same time. The authors examine 

various strategies that handle these three major difficulties at 

the same time. Their suggested approaches for merging 

numerous learnt fraud detectors under a "cost model" are 

broad and beneficial; findings also show that the authors were 

able to drastically minimize fraud loss using distributed data 
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mining of fraud models. 

Abhinav Srivastava et al. [13] proposed utilizing the 

hidden Markov model to identify credit card fraud (HMM). 

They employed a hidden Markov model (HMM) to represent 

the processes in credit card transaction processing and 

explain how it may be used to detect fraud. An HMM is 

initially trained using a cardholder's regular behavior. If an 

incoming credit card transaction is not accepted with a 

sufficiently high probability by the trained HMM, it is 

considered fraudulent. At the same time, we make every 

effort to guarantee that legitimate transactions are not 

refused. 

Sam Maes et al. [14] proposed automated credit card fraud 

detection employing two machine learning algorithms. 

Artificial neural networks and Bayesian belief networks were 

used to solve to the problem. The results show a significant 

improvement on real-world financial data and future 

directions. 

Various facts about detection systems, data mining, and 

machine learning have been analyzed in the paper, now, the 

logic behind describing credit card fraud as a major problem 

has become abundantly clear. Year after year as the use of 

credit cards has increased exponentially, fraudsters have 

devised more creative methods of defrauding people of their 

money. This has motivated the digital security industry to 

make increasingly sophisticated research on methods to 

combat such activities. Artificial intelligence technology has 

helped in developing revolutionary models that have made 

finding anomalistic patterns in transactional databases much 

easier [15]. The models are even being used by major 

financial institutions that are looking for reliable methods of 

protecting their customer’s interests. This is the justification 

why such technologies need to be studied and more efficient 

problem-solving methods need to be curated and developed. 

III. MATERIALS AND METHODS 

This paper presents an approach of using different machine 

learning algorithms one at a time to detect irregular activities 

during a transaction. 

Firstly, we obtained our dataset from Kaggle, a repository 

of datasets in various fields. The dataset contained 15 total 

features including the dependent variable for the project, the 

“Is Fraud” column. The features were year, month, day, time, 

amount, use chip, merchant name, merchant city, merchant 

state, zip, Merchant Category Codes (MCC), and errors. 

These features were all equipped with either a 1 or 0 value for 

the dependent variable.  

We performed necessary measures needed to clean our 

dataset by eliminating unnecessary or irrelevant observations 

as that helped to speed up the analysis and make the dataset 

more manageable and performant.  

We performed univariate and bivariate analysis which was 

a mix of histograms, density plots and boxplots to describe 

the columns of the dataset and to see the effect one column 

has on another column. The following were the visualizations 

for the analysis on the dataset: 

 
Fig. 1. Visualizations of the Analysis of the Dataset 

This graph shows the times at which transactions took place. 

 
Fig. 2. Graph showing transaction times 

This graph represents a density plot that shows the amount 

that was transacted. 
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Fig. 3. Density plot showing amounts transacted 

This graph shows a stacked bar chart for Month against the 

dependent variable (Is_Fraud) and it can be seen that most 

fraudulent transactions occurred in the 10th and 11th months 

(October and November).  

 
Fig. 4. Graph showing fraudulent activities occurred by 

month 

This graph shows the number of transactions that took 

place either with a chip, online or swipe transaction. It shows 

that online transaction had the most fraudulent transactions. 

After this analysis, we plotted a correlation matrix for the 

dataset which is formed based on Pearson’s Correlation 

Coefficient to show how related each variable is to each 

other, especially the dependent variable. Also, the correlation 

tests were calculated and tested at a significance level of 0.05. 

The correlation matrix is shown below: 

 
Fig. 5. Correlation Matrix of the dataset based on Pears’n’s 

Correlation Coefficient. 

This correlation matrix shows there was little correlation 

between the columns and the dependent variable. In fact, the 

results of the correlation matrix were incredibly low. 

 
Fig. 6. Results of the correlation matrix 

There existed correlation significance between label the 3 

out of 5 features in the dataset at p = 0.05. The features 

transaction time and amount had correlation significance 

above the 0.05 cut off. 

The dataset was then formatted and processed, so steps 

were taken to build the ideal model based on the given dataset 

for a credit card fraud detection system. 

Credit card fraud datasets are typically heavily imbalanced 

and that is the case in this dataset. Imbalanced datasets are 

very problematic for classification problems because the 

selected machine learning model will be biased towards the 

majority class. In the case of the selected dataset, the machine 

learning models were likely to predict that most transactions 

are non-fraudulent transactions without applying any 

machine learning logic. The accuracy score for such a model 

may return very good results but the Area Under the Curve 

(AUC) for the Receiver Operating Characteristic (ROC) 

curve tells an alternative story. ROC curve is a measure for 

telling how good a machine learning model performs by 

plotting its True Positive Rate (TPR) against its False 

Positive Rate (FPR). 

To solve the class imbalance problem, a combination of 

random oversampling and random under-sampling 

techniques were employed. The Random Over-Sampling 
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Examples (ROSE) package was used to balance the two 

dependent variables in the dataset.  

 
Fig. 7. Number of entries in each dependent variable after 

oversampling and undersampling 

Furthermore, we performed feature selection as feature 

selection is an important aspect of any machine learning 

project. It involved using an algorithm to decide what 

features of the dataset were useful for predicting the outcome 

of the dependent variable. In this project, Boruta, a feature 

selection package in R was used. Boruta works by it 

introducing randomness into the data set by producing 

shuffled copies of all the features of interest (these are 

referred to as shadow features). 

 
Fig. 8. Feature Selection done using Boruta 

Boruta decided that all features were important for 

predicting the dependent variable for the dataset. The Month 

and MCC variables were the most important variables 

according to the Boruta algorithm. 

The dataset was then split into the train and test datasets to 

prepare for the machine learning section. 70% was used for 

the training dataset and 30% was used for the testing dataset. 

The train dataset was named dataset, while the test dataset 

was named validation. 

 
Fig. 9. Distribution of fraud labels into different datasets. 

The datasets were checked to see if the proportionality 

between the datasets were evenly split. This were to ensure 

that the dependent variables were not widely dissimilar to 

each other as it would’ve caused inconsistent results during 

model building. 

To build the machine learning model, 8 machine learning 

algorithms were evaluated.  

The linear algorithms used were: 

- Logistic Regression (LG) 

- Linear Discriminant Analysis (LDA) 

- Naive Bayes (NB) 

The non-linear algorithms used were: 

- K-Nearest Neighbors (KNN) 

- Classification and Regression Trees (CART) 

- Support Vector Machine (SVM) 

The ensemble methods used were: 

- Random Forest (RF) 

- XGBoost (XGB) 

Analysis was done using 10-fold cross validation with 3 

repeats. 

 
Fig. 10. Metrics after building the model 

The top three performing algorithms were RF, XGB and 

KNN with mean accuracies of 0.9996, 0.9995 and 0.9969 

respectively. We then proceeded by tuning the three 

algorithms to help improve the accuracy. The tuning for the 

random forest machine learning model is shown below: 
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Fig. 11. Tuning of the Random Forest Model 

It showed that accuracy improved the accuracy of the RF 

model.  

The tuning for the XGBoost machine learning model is 

shown below: 

 
Fig. 12. Tuning of the XGBoost model 

It showed that tuning did not improve the accuracy of the 

XGB model. 

Tuning for the KNN machine learning model is shown 

below: 

 
Fig. 13. Tuning of the KNN model 

It showed that tuning improved the accuracy of the KNN 

model. 

Random forest produced the highest results for the 

preliminary test, so the model was selected for the testing in 

the project. The confusion matrix for the model was 

constructed: 

 
Fig. 14. The Model’s Confusion Matrix 

RF model performed at an accuracy of 0.9997 with only 2 

error calls leading to a specificity of 1.000 but a sensitivity 

score of 0.9993. Kappa was very high at 0.9993. 

Now, we calculated the Area Under Curve (AUC) of the 

Receiver Operating Characteristic (ROC) to evaluate the 

overall accuracy of the model. 

 
Fig. 15. Visualization of the ROC curve 

The area under the curve retuned a result of 0.9996692, 

meaning the model performed very well. 
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IV. DISCUSSION 

The results from implementation show that a coherent 

system has been built for detecting fraudulent transactions 

using machine learning. For this to be accomplished, data 

cleaning, data exploration, further data analysis and model 

building were the required steps taken. By every relevant 

measure for a machine learning project, the model has been 

able to perform to an excellent level, culminating in a ROC 

score of 0.999. This is an excellent result for a machine 

learning model in any field, especially in the field of credit 

card fraud detection. 

The original hypothesis for the paper assumed that the 

address verification system feature had no effect on the 

likelihood of the transaction being fraudulent. The findings 

from this research show that the address verification system 

did not have a significant effect on the state of the Is_Fraud 

variable. This was evident from the feature selection section 

where Boruta deemed it not significantly suitable for the 

machine learning process.  

V. CONCLUSION 

Fraud detection is a complex problem that necessitates 

more thought and practice when using machine learning 

algorithms. This ensures that the customer's money is secure 

and can no longer be easily tampered with. Credit card usage 

is increasing in every aspect of daily life. Credit card fraud 

will also rise. An effective and efficient credit card detection 

system has been designed to improve the security of 

transaction systems. The system is built on the back of a 

machine learning model that predicts whether a transaction is 

fraudulent or not based on a few relevant variables. 
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